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Abstract
It is generally assumed that readers draw on their background knowledge to make inferences about
information that is left implicit in the text. However, readers may differ in how much background
knowledge they have, which may impact their text understanding. The present study investigates
the role of domain knowledge in discourse relation interpretation, in order to examine how read-
ers with high vs. low domain knowledge differ in their discourse relation inferences. We compare
interpretations of experts from the field of economics and biomedical sciences in scientific biomed-
ical texts as well as more easily accessible economic texts. The results show that high-knowledge
readers from the biomedical domain are better at inferring the correct relation interpretation in
biomedical texts compared to low-knowledge readers, but such an effect was not found for the eco-
nomic domain. The results also suggest that, in the absence of domain knowledge, readers exploit
linguistic signals other than connectives to infer the discourse relation, but domain knowledge is
sometimes required to exploit these cues. The study provides insight into the impact of domain
knowledge on discourse relation inferencing and how readers interpret discourse relations when
they lack the required domain knowledge.
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1. Introduction

To successfully comprehend and learn from a text, readers need to construct a coherent mental
representation of the information in the text. This requires readers to understand how the various
concepts in a text are related and to integrate the text with background knowledge already avail-
able to the reader (see Van den Broek, 2010). Inferring discourse relations is an essential part of
establishing coherence in text (Sanders et al., 1992). Prior studies have suggested that background
knowledge supports the inference of discourse relations, assuming that this knowledge is activated
to fill in information that is missing in the text (Noordman et al., 2015). The role of domain knowl-
edge in interpreting discourse relations is still unclear. Earlier work has often focused on the role
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of background knowledge on text comprehension or recall (for an overview, see Smith et al., 2021),
but how discourse relation inferences differ between high- and low-knowledge readers has not been
investigated systematically.

Moreover, it is unclear what other factors guide the interpretation of discourse relations for low-
knowledge compared to high-knowledge readers. Most studies in the field of discourse relations
have focused on the effect of textual cues on relational inferences. Most notably, studies have shown
the impact of connectives on the interpretation process. Agreement on explicit discourse relations
is higher than on relations in which no connective is present (e.g., Demberg et al., 2019; Hoek
et al., 2021; Kishimoto et al., 2018; Miltsakaki et al., 2004) and appropriate connectives facilitate
the integration of upcoming material, whereas inappropriate connectives disrupt processing (e.g.
Murray, 1997; Canestrelli et al., 2013). More recently, studies have focused on identifying other
constructions and words that tend to correlate with certain discourse relations (Asr and Demberg,
2015; Webber, 2013; Grisot and Blochowiak, 2021). However, these cues are highly ambiguous
and likely still need to be supplemented with non-textual information to infer the relation. How
these cues interact with domain knowledge has not been taken into consideration. Furthermore, it is
unclear how the type of inferences that readers make may depend on the knowledge that they have
on the domain of the text.

The goal of the present study is therefore two-fold. First, the current paper aims to investigate
whether domain knowledge leads to more correct interpretations of discourse relations. This will be
assessed by eliciting discourse relation interpretations from high- and low-knowledge readers and
comparing them to a gold label annotation. Second, this research sets out to explore how readers
infer the discourse relation if they lack the necessary domain knowledge. In the next section, we will
first review previous research on the role of domain knowledge in discourse inferences and discuss
which factors influence discourse relation interpretation and could help low-knowledge readers to
infer discourse relations for which domain knowledge is required. The hypotheses are outlined in
Section 3, followed by a description of the methodology. The results are presented in Section 5.
These are subsequently discussed in the final section.

2. Background

2.1 The role of domain knowledge in discourse inferences

Several models of language comprehension suggest that readers exploit their knowledge base about
the concepts in the text to create a coherent representation of the text (e.g. Construction-Integration
model, Kintsch and Van Dijk, 1978, Landscape Model; Van den Broek, 2010). This knowledge is
activated when reading about relevant concepts in the texts, after which the information is retrieved
from the long-term memory and can then be integrated with the representation that has been made
of the text so far. In addition, reading about these concepts activates additional relevant information
in the knowledge base, which can in turn influence predictions about subsequent text (cf. Venhuizen
et al., 2019; Ferreira and Chantavarin, 2018). For example, comprehenders adopt general world
knowledge in a similar way to linguistic cues to predict event structures within sentences (Milburn
et al., 2016). With respect to inter-sentential discourse coherence, studies indicate that readers also
create expectations based on linguistic cues (e.g. Köhne-Fuetterer et al., 2021; Scholman et al.,
2017) as well as general world knowledge (Kuperberg et al., 2011). Reading comprehension is
thus a dynamic process in which bottom-up and top-down processes are combined. If a discourse
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relation is not expressed linguistically, readers can utilize information from the knowledge base on
how the events in the text are related to establish coherence.

There are different types of non-linguistic knowledge that readers can have. In the literature,
a distinction is sometimes made between background knowledge (i.e. all the knowledge the reader
can bring to the text), world knowledge, and domain knowledge (e.g., Smith et al., 2021). Domain
knowledge is a type of background knowledge about a specific area (e.g. apoptosis is natural cell
death). In this sense, it could be distinguished from general world knowledge (e.g. the sky is blue),
which is considered to be available to almost every reader. It should be noted that we do not assume
that if a reader has domain knowledge about the topic of the text, they will know how all concepts in
the text are related, nor do we assume that this knowledge is required to infer every relation. Some
concepts in the text might still be unknown to high-knowledge readers, and some textual relations
can also be inferred without knowledge about the domain of the text. However, we do hypothesize
that readers with domain knowledge might find it easier to infer the discourse relations in a text from
their domain of expertise compared to readers without this specific knowledge, because they are
more familiar with the concepts discussed in the text and can rely on an already existing knowledge
structure.

Empirical evidence that readers benefit from domain knowledge in making discourse inferences
comes from various studies on the influence of coherence marking on reading comprehension. This
line of research has repeatedly shown a ‘reverse cohesion’ effect: in general, low-knowledge read-
ers benefit from texts with high coherence marking, whereas high-knowledge readers show better
comprehension after reading a low-cohesive text (McNamara et al., 1996; O’Reilly and McNamara,
2007; Kamalski et al., 2008; McNamara, 2001). Linguistic marking of coherence enables low-
knowledge readers to understand how the concepts in a text are related. In the absence of such cues,
comprehension will be impaired. For high-knowledge readers, on the other hand, a text with low
cohesion induces them to employ their knowledge base to fill in the gaps in the text. Connecting the
concepts from the text with those in their long-term memory then leads to deeper comprehension
(McNamara et al., 1996). These studies have focused on the role of domain knowledge in text com-
prehension in general, but do not reveal how this influences the interpretation of discourse relations.
Examining how low- and high-knowledge readers interpret discourse relations differently can pro-
vide more insights into the qualitative differences in text comprehension for these groups of readers.
In addition, little is known about strategies that low-knowledge readers may have to comprehend an
out-of-domain text. This will be addressed in the current study.

2.2 Strategies for inferring discourse relations

In addition to discourse connectives and background knowledge, several other factors have been
suggested to influence discourse inferences. In cases where readers lack the domain knowledge to
infer the discourse relation, and no connective is available to signal the relation, readers might resort
to other strategies to establish coherence. More specifically, readers might (i) use non-connective
linguistic signals for coherence relations, (ii) rely on cognitive biases for relational inferences, or
(iii) process the text more shallowly. How these factors influence discourse relation inferences and
how they might guide the interpretations of low-knowledge readers is outlined in more detail below.
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2.2.1 RECOGNIZING DISCOURSE RELATIONAL CUES

Discourse connectives (e.g because, however, or while) are rather strong signals of discourse rela-
tions. Most relations, however, are not signaled explicitly by connectives (e.g., only 43% of the
relations in the Penn Discourse Treebank are explicitly marked by a connective (Webber et al.,
2016)). For relations that are not signaled by a connective, it is not necessarily the case that they
contain no linguistic cue at all. Das and Taboada (2018) found that more than 80% of the relations
in the RST Signalling Corpus were signaled by means of other cues. Non-connective linguistic cues
for discourse relations (i.e. words or phrases that tend to co-occur statistically with certain discourse
relations) might thus play a role in inferring discourse relations. Recent work has focused on iden-
tifying non-connective linguistic cues that co-occur frequently with certain discourse relations. For
instance, a negation marker is present in more than half of the CHOSEN ALTERNATIVE relations, in
which the second relational argument provides an alternative to the situation described in the first
argument (see Example 1).

(1) Kevin is not going to Italy this year. Instead, he is going to visit family in New York.

Another example of a well-known linguistic cue is tense, which has been found to correlate strongly
with different types of temporal relations (Grisot and Blochowiak, 2021).

Furthermore, corpus research has shown that the distribution of such cues seems to be differ-
ent in explicit and implicit relations (cf. Sporleder and Lascarides, 2008). More specifically, non-
connective linguistic signals for discourse relations appear to be more frequent in implicit relations
than in explicit relations (Hoek et al., 2018). A case in point is the negation marker in Example 1
above: when such a cue is present, CHOSEN ALTERNATIVE relations are more likely to be implicit.
In addition, Crible (2020) found that non-connective cues are more likely to occur in explicit rela-
tions if the connective is ambiguous. This is in line with Gricean’s maxim of quantity to not make a
message more informative than necessary (Grice, 1975) (see Asr and Demberg, 2012, 2015, for an
explanation based on the Uniform Information Density Hypothesis).

Even though studies are increasingly showing the prevalence of non-connective linguistic cues,
it remains unclear whether readers are sensitive to such cues. Given that the primary function of
non-connective cues is to convey propositional content (rather than signaling a discourse relation,
as connectives do), they could be considered to be much subtler cues. Furthermore, these elements
are more ambiguous than discourse connectives in that they can correlate with a large variety of
discourse relations. Thus, even though such patterns provide cues about the discourse relation,
readers might not pick up on them. Still, there is some prior literature showing that readers are
sensitive to cues other than connectives in processing discourse relations. For example, implicit
causality verbs, like admire in (2) below, have been shown to elicit expectations for causal discourse
relations (Kehler et al., 2008; Koornneef and Sanders, 2013).

(2) Laura admires Mo, because he won the competition.

Similarly, Crible (2021) found that the processing of CONCESSION relations is facilitated by the
presence of overt negation in the first segment, whereas RESULT relations are read slower when
the first segment contains negation. These findings suggest that comprehenders do draw on non-
connective cues to infer discourse relations. In a study by Scholman et al. (2020), quantity expres-
sions (e.g. a few, several) in the preceding context yielded more LIST continuations from partic-
ipants in a study completion paradigm than when these signals were not present. Their research
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also showed that participants with much reading experience were more sensitive to these cues. This
suggests that not all readers pick up on discourse relational cues equally well.

The present study aims to investigate how readers’ sensitivity to discourse relational cues in-
teracts with their domain knowledge. To manipulate the degree to which linguistic signals might
be present in the text, both originally implicit and originally explicit relations will be used in the
current study.1 For the originally explicit relations, we remove the connective to create implicit
versions. We call these instances in which the original connective has been removed implicitated
relations (following e.g. Hoek et al., 2017, on implicitation in translation). Previous studies on dis-
course relation inferences have used either implicit (Scholman and Demberg, 2017a; Yung et al.,
2019) or implicitated relations (Sanders et al., 1992), but have not compared readers’ accuracy on
the two types of relations. Since relations that are implicit likely contain more discourse relational
cues than relations that have been implicitated, we expect readers to be better at inferring implicit
relations than implicitated relations. We thus predict that agreement on implicitated relations will be
lower than on originally implicit relations. Note that implicit relations might also be left unmarked
because they are easy to infer based on general world knowledge and will therefore yield higher ac-
curacy. Likewise, implicitated relations might be more difficult because the meaning changes when
the connective is removed. We will return to this issue in the discussion.

Crucially, we also predict a possible interaction with domain knowledge here. If the text con-
tains relational cues, both high- and low-knowledge readers might be able to employ these to infer
the discourse relation. The effect of domain knowledge will then be moderated. However, if the
amount of linguistic information for the discourse relation is limited, as in the case of implicitated
relations, high-knowledge readers can still rely on their domain knowledge to infer the relation.
Low-knowledge readers, on the other hand, do not have this information at their disposal and will
then struggle with inferring the intended relation, leading to lower agreement. The effect of domain
knowledge is therefore hypothesized to be larger for implicitated than for implicit relations.

2.2.2 COGNITIVE BIASES IN RELATION INFERENCES

Another way in which readers might infer discourse relations in the absence of other information
is by relying on cognitive biases towards certain discourse relation inferences. According to the
continuity hypothesis (Segal et al., 1991; Murray, 1997), readers prefer to interpret information
in a text as being temporally and causally continuous. More specifically, it suggests that readers
tend to relate sentences in an additive, temporal or causal way. Similarly, the causality-by-default
hypothesis (Sanders, 2005) states that readers have a bias to infer causal relations between the seg-
ments in a text. Several corpus-based and experimental studies have provided evidence for these
hypotheses. For example, continuous relations have been shown to be marked less frequently by
a connective (Asr and Demberg, 2012), which is argued to be caused by the fact that these rela-
tions will be inferred regardless of coherence marking. In addition, causal relations are processed
faster than additive relations (Sanders and Noordman, 2000), which in turn are processed faster than
discontinuous discourse relations, such as contrastive relations (Murray, 1997).

1. Manipulating the materials by adding or removing these cues was not deemed suitable for the present study, given the
relatively limited insights that are currently available regarding the variety of non-connective relational cues and their
effects. Furthermore, readers with different levels of domain knowledge might make use of different types of signals,
but we do not know beforehand what these signals might be. We therefore use natural text to be able to explore what
such cues might be in a qualitative analysis of the results.
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With respect to discourse inference strategies in cases where domain knowledge is required to
interpret the relation correctly, it can then be hypothesized that readers will default to inferring a
causal or another type of continuous discourse relation if no other relation can be inferred. Only in
cases where readers have the necessary background knowledge to infer the relation, they might not
rely on these cognitive biases and infer a less-expected discourse relation.

The hypothesis that readers infer expected relations is also supported by a shallow processing
account for discourse relations in the absence of domain knowledge. According to Graesser et al.
(1994), readers with less background knowledge process text less deeply and might even abandon
their search for coherence. Several experimental studies have shown that readers are indeed less
likely to make inferences during reading when they lack background knowledge (Noordman et al.,
2015, 1992). This suggests that low-knowledge readers process discourse relations more shallowly.
Scholman (2019) shows that shallow processing might lead to a higher susceptibility for cognitive
biases in relation interpretation. In her study, readers interpret INSTANTIATION and SPECIFICA-
TION relations less often as being argumentative when being forced to process the relation more
deeply (i.e. by first summarizing the text). Thus, according to a shallow-processing account, low-
knowledge readers who process the text more shallowly might therefore have a stronger preference
for continuous and causal discourse relations.

2.2.3 UNDERSPECIFIED INTERPRETATIONS

Finally, low-knowledge readers could abstain from committing to a specific discourse relation, but
rather make an approximate assumption about the meaning. For example, readers might infer that
there is a negative, or adversative, relation between the segments in (3), but not determine whether it
is a CONCESSION (i.e., one of the segments raises an expectation that is denied in the other segment)
or a CONTRAST (i.e., the two segments present two different concepts). In the CONCESSION reading,
Juan knew that his girlfriend would be satisfied with just a drink, but ordered much more despite
that. In the CONTRAST interpretation, Juan’s extensive order is compared to the small order of his
girlfriend.

(3) Juan ordered everything on the menu. His girlfriend only wanted something to drink.

Such underspecified interpretations can arise from two causes. On the one hand, it might be a
result of shallow processing, similar to a preference for cognitively expected relations. If readers
process a text shallowly, they might be satisfied with only inferring that the relation is negative
and not wish to specify it further, as this would require more effort. On the other hand, such
underspecified interpretations might also arise from uncertainty about the discourse relation. Even
if a low-knowledge reader processes the text deeply, they might still remain uncertain about the
specific relation sense when they lack the required domain knowledge. For example, readers might
not be able to determine whether the relation in (3) above, is a CONCESSION or a CONTRAST

relation, despite wishing to do so. If they are nevertheless able to infer some features of the discourse
relation (e.g. that it is a negative relation), they might still infer such an underspecified relation,
rather than committing to a specific relation that could be wrong.

Participants can express uncertainty about the relation sense through their connectives. For
example, the connective ’but’ is underspecified regarding its relational sense; it can be used to
express both CONTRAST and CONCESSION. A connective like by contrast, on the other hand, is
more specific, as it can only be used in CONTRAST relations. Similarly, nevertheless specifies the
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relation for CONCESSION. Readers who retain underspecified interpretations might therefore prefer
to provide ambiguous connectives, such as but. If readers make specific relation interpretations,
they will insert more specific connectives, like nevertheless.

3. Present study

Background knowledge has been assumed to help readers to infer discourse relations, but it is still
unclear how discourse relation inferences differ between high- and low-knowledge readers, both
with respect to the quality of the inference as well as the cues that these different types of readers
use. In this study, we manipulate domain knowledge by presenting experts from economics and
biomedical sciences with texts that either stem from their domain of expertise (e.g. biomedical re-
search papers in the case of biomedical experts) or from the other domain (e.g. biomedical research
papers for economists). The biomedical texts included in this study stem from research papers,
which were written for experts in the field. These texts are likely difficult to understand for readers
without domain knowledge. The economic texts stem from newspaper articles, which were written
for a broader audience. The effect of domain knowledge may therefore be less strong in this genre.
Nevertheless, since the topic of the newspaper texts focuses on a specific domain, these texts may
still be easier to understand for readers who are familiar with that domain than those who are not.

Discourse interpretations were elicited using a connective insertion task (Yung et al., 2019) and
compared to gold label annotations. To examine the use of non-connective linguistic signals for
discourse relations (see Section 2.2.1), the relations were either originally implicit or implicitated
for the purposes of the current study.

The first research question that this study will address is:

• Do high-knowledge readers make more accurate discourse inferences than low-knowledge
readers?

If high-knowledge readers employ their knowledge base when inferring how segments in a text
are related (cf. Noordman et al., 2015), high-knowledge readers are expected to infer the relation
correctly more often than low-knowledge readers.

Secondly, when required to make an inference about a discourse relation, low-knowledge read-
ers might take several approaches to establish coherence in the text. The second aim of the study is
therefore to investigate:

• What inferences do readers make if their domain knowledge is insufficient to infer the dis-
course relation?

Based on the discussion above, we can formulate three hypotheses about what readers will do in the
absence of domain knowledge:

(a) Readers use non-connective linguistic signals to infer the discourse relation.

(b) Readers resort to default interpretation strategies based on cognitive biases for continuity and
causality.

(c) Readers make less precise interpretations about the discourse relation.
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Since implicit relations have been suggested to contain more non-connective linguistic signals than
implicitated relations, we hypothesize that these relations will be easier to infer. Moreover, we
predict that this effect is stronger for low-knowledge readers, as they are hypothesized to be unable
to compensate for their lack of domain knowledge in implicitated relations. Note that it might
also be the case that relations are left implicit for other reasons, for example because they are
easier to infer on the basis of general world knowledge. We will therefore also examine qualitative
differences in the presence of linguistic signals in items on which high- and low-knowledge readers
differ.

In addition, if low-knowledge readers’ interpretations are guided by their cognitive biases, it
is predicted that these readers will infer more continuous and causal discourse relations than high-
knowledge readers. If the third hypothesis is true, low-knowledge participants are predicted to
insert more ambiguous connectives than high-knowledge readers, as they reflect their underspecified
interpretation better than specific connectives.

These hypotheses are not mutually exclusive. Readers might attempt to use linguistic correlates
for discourse relations to make the inference, but leave the relation underspecified if these cues are
not sufficient to make a precise inference. Similarly, if these discourse relational signals are absent,
readers may interpret the relation as being continuous, but not further commit their interpretation to
a specific type of continuous relation.

4. Method

4.1 Participants

We recruited students and graduates in the field of economics and biomedical sciences on Prolific
for a prescreening study. More specifically, five hundred workers participated that had registered on
Prolific that their subject of study was in the field of economics or biomedical sciences2. The pre-
screening study served to further ensure expertise in one of the two domains and assess familiarity
with each domain. Participants were presented with a short questionnaire assessing their demo-
graphic background and familiarity with both fields. The latter involved questions about their study
and work experience in the field. In addition, we assessed participants’ knowledge by asking them
to indicate their familiarity with 10 concepts that are specific to the two domains extracted from
the two corpora (e.g. volatility, phosphorylation). For each of these concepts, participants could
indicate that they either did not know the term (which was coded as 1), had heard of the term while
not being able to describe it (coded as 2), or would also be able to provide a description of the term
(coded as 3). Five filler concepts for each domain consisting of terms that were deemed familiar for
non-experts as well (e.g. interest, DNA) were included as an attention check.

In order to ensure that our study participants were knowledgeable in their own field of expertise,
but not in the other field, we selected only those participants that met the following criteria for
the final experiment: (a) they were working or studying in one (and only one) of the two fields,
(b) they had high familiarity with the terms in their own field of expertise (top 40% compared to
all participants), (c) they had low familiarity in the other field (bottom 50%), and (d) they did not
consider themselves novices in the field (i.e. they did not rate their own familiarity with the field
compared to other people working or studying in the field lower than 3 on a 7 point Likert scale).

2. In other words, when registering on Prolific, participants had indicated that their field of study was either in eco-
nomics, accounting and/or finance or in biomedical sciences, genetics, biology, biological sciences and/or biochem-
istry.
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Participants’ average familiarity with the concepts in the domain they were an expert in was higher
than that of the other domain (see Table 1). In addition, each individual participant had higher
familiarity with the terms from their own domain than with the terms from the other domain. Note
that the biomedical experts have higher familiarity with the terms from the economics domain than
vice versa. We will return to this issue in the discussion. In short, the experts in our study had
academic experience in the relevant subject (as shown by their registration on Prolific and their
responses to our pretest) and considered themselves knowledgeable in the field (as indicated in our
pretest) and their expertise was also reflected in their familiarity with the specialized language used
in the texts.

Table 1: Mean scores on the concepts by domain and expertise. Scores on a scale from 1 (I have
not heard of the term) to 3 (I would be able to describe the term).

biomedical terms economic terms
biomedical experts 2.86 2.09
economics experts 1.62 2.94

In the final experiment, 106 participants, all native speakers of English, took part (age range,
19-47 years; mean age, 24.7 years; 60 female). Of these, 89 participants were students; 56 had
completed an undergraduate degree or had obtained a higher education level.

4.2 Materials

Ninety-six relations were sourced from the Penn Discourse Treebank 2.0 (PDTB; Prasad et al.,
2008), a discourse-annotated corpus containing Wall Street Journal texts. Only those sections from
the PDTB that were classified as news articles were selected. In addition, we only included texts
that covered economic or financial topics. An additional set of 96 relations was extracted from the
Biomedical Discourse Relation Bank (BioDRB; Prasad et al., 2011). This corpus contains discourse
annotations of 24 biomedical research articles from the GENIA corpus, using an adapted version
of the PDTB annotation framework. The latter texts are likely more specialized than the newspaper
texts, which are written to be accessible to a broader audience. Still, financial newspapers, like
biomedical research papers, target a specific group of readers (i.e. people working in the field of
economics) and some degree of domain-specific knowledge is presumed by the writers of these
texts as well. We will elaborate on this issue in the Discussion. Different items could come from
(different parts of) the same texts, but the items in each corpus came from at least twenty different
texts so that writing styles were varied.

The set of experimental items contained an equal amount of implicitated (i.e. originally explicit
discourse relations from which the connective has been removed) and implicit relations. To bal-
ance the items with respect to the cognitive complexity and expectedness of the relation sense, four
different relation senses were selected for the purposes of the present study: RESULT, CONTRAST,
CONCESSION and INSTANTIATION. More specifically, we selected CONTRA-EXPECTATION as the
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subcategory of CONCESSION relations.3 Each relation sense occurred equally often in the experi-
ment.

Only items for which both arguments were single full sentences were included. The context,
consisting of one or two full sentences before and after the arguments, was also presented. An
example of an implicitated CAUSE item can be found in Passage 4. The relational arguments, sep-
arated by \\ are presented in boldface here. To the participants, the context was presented in grey
and the target sentences in black.

(4) Convertible debentures – bonds that can later be converted into equity shares – are the most
popular instrument this year, though many companies are also selling non-convertible bonds
or equity shares. These mega-issues are being propelled by two factors, economic and po-
litical. In the past, the socialist policies of the government strictly limited the size of
new steel mills, petrochemical plants, car factories and other industrial concerns to
conserve resources and restrict the profits businessmen could make \\ industry oper-
ated out of small, expensive, highly inefficient industrial units. When Mr. Gandhi came
to power, he ushered in new rules for business. He said industry should build plants on the
same scale as those outside India and benefit from economies of scale.

For each of the four relation senses and each relation marking, 12 items were extracted from the
PDTB and 12 items from the BioDRB, resulting in 192 items in total.

4.3 Procedure

The task was an updated version of the two-step connective insertion task developed by (Yung et al.,
2019).4 Participants were presented with each item one by one and were asked to complete two
steps. In the first step, participants were asked to freely insert a connective in the blank that reflects
the relation between the arguments best. They could only continue to the next step if they had typed
something in the blank and were instructed to type the word nothing if they could not think of a
linking phrase connecting the sentences.5 They were then provided with a list of connectives in
the second step and asked to select the connective that fits the relation best. The options presented
in the second step were based on the insertion in the first step, and were unambiguous alternatives
for the relations that can be signaled by the connective in the first step. For example, if but was
inserted in the first step, the options in the second step consisted of (among other options) despite
this and on the contrary to disambiguate between the CONCESSION and CONTRAST relation sense
that can be marked by but. If the option inserted in the first step was not present in the connective
bank, a default list was presented: therefore, in addition, despite this, in more detail, even though,
for example, by contrast, due to, this example illustrates that, in other words. This default list thus
contained a target connective for each of the target relations included in the item.

3. Within the class of contrast relations, the PDTB2 distinguishes between JUXTAPOSITION and OPPOSITION. Since no
such distinction was made in the BioDRB, this distinction was disregarded when selecting materials for the present
experiment.

4. Three adaptations were made to Yung et al. (2019)’s task. Firstly, participants were always presented with the second
step in this experiment, regardless whether the connective they inserted in the first step was unambiguous or not, to
discourage the use of only very specific connectives in the first step. Secondly, the connective bank and the mapping
of ambiguous connectives to the options in the second step was updated based on follow-up experiments. Thirdly,
the default list was adapted for the purposes of the current study.

5. Participants avoided this restriction in 1.2% of all data points by inserting punctuation or a whitespace.
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The experiment was hosted on Lingoturk (Pusse et al., 2016) and distributed via Prolific. Par-
ticipants first received instructions. They then saw two practice items, after which they received
feedback on possible answers for these items. The items were divided across three batches per
relation marking, with four items per relation sense per domain. Thus, each participant saw 32 ex-
perimental items. Four additional filler items were included as attention checks. These items were
taken from the PDTB and did not require economic domain knowledge. Performance for these items
was at ceiling in previous experiments. After completing the study, participants were asked to rate
the difficulty of the texts on economic and biomedical topics. The study took around 30 minutes to
complete and participants were given £3.50 as compensation for their participation.

4.4 Data analysis

Data from participants who provided less than five different types of connectives in the first step
(n = 2) or selected that they wanted to insert a different connective in the second step in more than
half of the cases (n = 4) were excluded from further analysis. In addition, participants who failed
to select a connective that belonged to the same relational class as the gold label (see below) for
more than half of the filler items were also removed (n = 6). The final dataset (n = 2,976) contained
observations of 48 experts in the domain of biomedical sciences (implicit: 23, implicitated: 25) and
44 experts in the domain of economics (implicit: 24, implicitated: 22). Trials for which participants
answered that none of the options provided in the second step were suitable, were coded as missing
data (n = 179 observations, 6.0%).

To determine whether participants had inferred the relation correctly, the connectives in the
second step were categorized as signaling eight different relational classes: (1) cause, (2) temporal,
(3) contrast, (4) concession, (5) positive expansion (e.g. INSTANTIATION), (6) negative expansion
(e.g. DISJUNCTION), (7) condition, (8) no relation. An overview of which PDTB3 relation senses
are included in each relational class can be found in the Appendix.

We recoded a new variable, correctness, which was 1 when the inserted connective in the second
step matched the relational class of the target relation sense (i.e. agreed with the gold standard), and
0 when it signaled a different relational sense. The correctness variable is used as the dependent
variable in subsequent analyses, unless stated otherwise.

During data exploration, we discovered that performance on the CONTRAST relations was much
lower in the PDTB than in the BioDRB (11.2% vs. 31.9%) as well as compared to other relation
senses in the PDTB (60.0%). For these contrastive PDTB items, participants frequently provided
a concessive connective. Note that the distinction between CONTRAST and CONCESSION is no-
toriously difficult (see e.g. Robaldo and Miltsakaki, 2014; Zufferey and Degand, 2017). In fact,
the manual of the updated version of the PDTB2 (PDTB3, Webber et al., 2019) states that they
addressed this issue in PDTB3 by reclassifying many CONTRAST relations as CONCESSION. We
compared the labels of our CONTRAST items between PDTB2 and PDTB3 and found that 21 out of
24 CONTRAST relations were relabelled as CONCESSION. We therefore decided to use the updated
PDTB 3.0 labels as the gold label.6 We will come back to this issue in the discussion.

Binomial mixed-effects analyses were used to examine the data. Corpus, expertise and relation
marking, but not relation sense, were deviation coded for ease of interpretation of the model with the
PDTB corpus, economic experts and implicit relations at -1 and their counterparts at 1. For relation

6. The label for CONTRA-EXPECTATION and INSTANTIATION relations also differ between these two versions of the
PDTB. These items were all labeled as ARG2-AS-DENIER and ARG2-AS-INSTANCE respectively in the PDTB 3.0.
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Table 2: Confusion matrix of the gold relation senses and the inserted categories (% per relation
sense).

positive
cause expansion concession contrast other

Result 64.7 17.5 8.7 2.7 6.3
Instantiation 21.9 56.2 9.9 5.7 6.4
Concession 19.1 15.0 48.8 8.1 9.0
Contrast 15.0 25.7 21.2 31.4 6.7

sense, treatment coding was used with CONCESSION as the intercept, as this was hypothesized to
be one of the most difficult relations to infer. In addition, we were interested in its comparison with
CONTRAST relations, due to these relations often being confused. Because of convergence issues,
the BOBYQA optimizer was used with 10,000 iterations. The models were always first constructed
with maximal random effect structure. In case of non-convergence, the model was reduced (Barr
et al., 2013). The random slope for relation sense never converged. Unless specified otherwise,
the models therefore contained random intercepts for participants and items and random slopes for
corpus and expertise. All materials and data can be found online 7.

5. Results

5.1 Convergence with the gold label

On average, the correct relation sense was inferred in 52.1% of the insertions, as shown by con-
vergence of the insertions in the second step with the gold label. Although this performance is
relatively low, discourse relation classification is a notoriously difficult task and these numbers are
comparable with similar studies using crowd-sourcing for discourse relation annotation (cf. Rohde
et al., 2016; Kishimoto et al., 2018; Scholman et al., 2022). When the majority label per item is
taken (i.e. aggregating responses of all participants per item to obtain a single annotated label),
performance is much higher (74.2%).

As can be seen in Table 2, performance is much higher on some relation senses than on others
(see Yung et al., 2019; Scholman and Demberg, 2017a, for similar results). Connective insertions for
RESULT items were correct in 64.7% of cases, followed by the INSTANTIATION relations (56.2%).
These two relational classes were often confused, suggesting that participants did not always know
whether the relation was causal or not. Another possibility is that these relations were ambiguous
for these two relation senses, since INSTANTIATION relations can often also be causal (Scholman
and Demberg, 2017b). CONCESSION (48.8% correct) showed significantly lower accuracy than per-
formance on RESULT relations as shown in a binomial mixed-effects analysis (see Table 3 below).
The difference with INSTANTIATION relations was not significant. CONCESSION relations were
sometimes confused with RESULT, but also with positive expansion relations. The latter is surpris-
ing, since that means that participants neither infer the causal nor the negative relation between the
arguments. Finally, performance on CONTRAST relations was even lower than on CONCESSION

relations, with only 31.4% of insertions falling in the same category of the gold label. In many of

7. https://osf.io/gq59w/?view_only=04d85b1d499b4379b3015693d71c6fcc
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Figure 1: Convergence with gold label per domain and expertise with error bars showing the stan-
dard error.

these items, a connective that signals positive expansion or CONCESSION was inserted. CONTRAST

relations have been shown to be difficult to annotate in other studies as well (cf. Kishimoto et al.,
2018). In addition, CONTRAST and CONCESSION relations are known to often be confused with
each other (e.g. Robaldo and Miltsakaki, 2014). Given the effect of relation sense on accuracy,
relation sense was included as a covariate in all models presented in this paper.

5.2 The effect of domain knowledge on discourse relation inferences

As can be seen in Figure 1, performance was higher in the PDTB (57.1%) than in the BioDRB
(47.1%). This effect was confirmed in the model, as shown by a significant main effect of corpus
(see Table 3). In addition, overall, biologists converged with the gold label significantly more of-
ten than economists (54.8% vs. 49.4%). Indeed, expertise was also a significant predictor in the
regression analysis.

The main question that this study aims to answer, however, is whether high-knowledge readers
infer the correct relation sense more often than low-knowledge readers and how readers interpret
discourse relations in the absence of domain knowledge. As can be seen in Figure 1, for each cor-
pus, highest performance was obtained by the experts from that domain. The binomial mixed-effects
analysis shows that the interaction between corpus and expertise is significant, suggesting that do-
main knowledge leads to a higher accuracy on relational inference. To examine this interaction more
closely, we performed a subset analysis on the two corpora. Experts from the biomedical sciences
converged with the gold label on items from the BioDRB (53.1%) more often than the economic
experts (40.7%). In the BioDRB, expertise was indeed a significant predictor of correctness (β =
0.30, SE= 0.09, z = 3.47, p < .001). For the economic texts, however, this difference was minimal:
biologists converged with the gold label in 56.4% and economists in 57.8% of cases. Expertise was
not found to significantly predict accuracy in the PDTB texts. The full output of these models, as
well as of all models below can be found in the Appendix.
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Table 3: Output of the full model. Model specification: correctness ∼ relationsense
+ corpus*expertise*relationmarking + (1 + corpus | workerid)
+ (1 + expertise | questionid)

Estimate Std. Error Z value P value
Intercept -0.11 0.14 -0.81 .42
Relationsense RESULT 0.84 0.20 4.20 <.001
Relationsense CONTRAST -0.75 0.26 -2.92 <.01
Relationsense INSTANTIATION 0.39 0.20 1.94 .05
Corpus -0.17 0.08 -2.07 .04
Expertise 0.14 0.07 1.97 .05
Relationmarking 0.09 0.09 0.98 .33
Corpus:expertise 0.17 0.05 3.55 <.001
Corpus:relationmarking 0.04 0.08 0.54 .59
Expertise:relationmarking -0.01 0.07 -0.18 .86
Corpus:expertise:rel...marking -0.09 0.05 -1.92 .06

5.3 Interpretation strategies in the absence of domain knowledge

5.3.1 EXPLOITING RELATION MARKING

We hypothesized that readers use discourse relational cues in the text to infer the relation. More
specifically, we assumed that implicit relations contain more of these cues than implicitated rela-
tions and are therefore easier to infer. In addition, low-knowledge readers were hypothesized to rely
on these cues more than high-knowledge readers and therefore perform better on implicit than on
implicitated relations. Table 4 shows the mean accuracy per corpus and relation marking by exper-
tise. Overall, performance on implicit relations was slightly higher (54.0%) than on implicitated
relations (50.5%). However, relation marking was not a significant predictor for convergence with
the gold label (see Table 3). There was also no three-way interaction between corpus, expertise and
relation marking. We thus find no evidence that the implicit relations are easier to infer than im-
plicitated relations, nor that the effect of domain knowledge is different in implicit and implicitated
relations.

To examine the role of discourse relational cues more closely, we performed a qualitative anal-
ysis on the 30 items for which the difference in accuracy between high-knowledge readers and
low-knowledge readers was largest and examined the insertions by both groups. This allowed us to
distinguish three different types of relations, which are presented below.

Table 4: Mean percentage of correct answers per corpus and relation marking by expertise.
BioDRB PDTB

implicitated implicit implicitated implicit
biomedical sciences 52.2 54.1 54.3 58.7
economics 36.2 45.4 58.7 57.0
mean 44.4 49.9 56.4 57.9
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Relations without linguistic cues require domain knowledge For some items, the relation could
only be inferred using domain knowledge. For instance, in Passage (5), a reader needs to know what
‘Treg activities’ are like in murine systems in order to know whether a reduction in human systems
is similar or not. However, no linguistic cues are present to signal this relation. As a result, low-
knowledge readers often interpreted this item as a CAUSE relation, instead of CONCESSION.

(5) In human infectious, neoplastic, and autoimmune diseases, Treg activities often mirror those
in murine systems numbers of Treg are reportedly reduced in human autoimmune dis-
eases, (...)

(BioDRB:CONCESSION:Implicit)

Relational cues allow relational inferences in the absence of domain knowledge A number
of items on which experts and non-experts diverged contained non-connective cues that could help
readers to infer the correct relation, such as hyponyms for INSTANTIATION relations and antonyms
for CONTRAST relations. More specifically, the majority of the fourteen INSTANTIATION and CON-
TRAST items that yielded a large difference between experts and non-experts contained such a cue.
To illustrate these cues, consider (6) and (7), which yielded high accuracy from both high- and
low-knowledge readers. The relational cues in these items are signalled linguistically by repeating
words (e.g. magazine) or based on general world knowledge (left vs. right). This allows readers to
infer relations even in the absence of domain knowledge.

(6) Other magazine publishing companies have been moving in the same direction the
New York Times Co.’s Magazine Group earlier this year began offering advertisers exten-
sive merchandising services built around buying ad pages in its Golf Digest magazine.

(PDTB:INSTANTIATION:Implicit)

(7) The core biopsy of the left breast revealed infiltrating ductal carcinoma in 2 of 5 core frag-
ments; high nuclear grade, with no lymphatic invasion seen the core biopsy of the right
breast demonstrated benign pathology, specifically, fibrosis with focal ductal epithelial hy-
perplasia.

(BioDRB:CONTRAST:Implicit)

Relational cues sometimes require domain knowledge In the items where there was a large
difference between experts and non-experts, low-knowledge readers did not always pick up on these
cues. The reason for this is that domain knowledge was often required to exploit the cue. This was
especially the case for the INSTANTIATION relations. In about half of the cases in which a hyponym
was present, this cue could only be exploited with domain knowledge. For example, in (8) below,
the reader needs to know that orthologous genes are genes in different species that have a similar
descent. The second argument provides a specific example of this, but if a reader does not have the
required domain knowledge, they will likely also not understand that these genes are instances of
orthologous genes.

(8) In particular, we assumed that the transcriptional regulation is conserved for orthologous
genes the mouse gene Myh1 and the human gene MYH1 are assumed to share ex-
pression patterns and to share important cis-regulatory sequences.

(BioDRB:INSTANTIATION:Implicit)

63



MARCHAL, SCHOLMAN AND DEMBERG

Interestingly, the largest difference between experts and non-experts in convergence with the
gold label in the full dataset can be found in implicitated INSTANTIATION relations in the BioDRB.
Experts performed 30 percentage points higher than non-experts in this condition (see Table 6 in the
Appendix). The implicit INSTANTIATION items in the BioDRB and implicitated INSTANTIATION

items in the PDTB also yielded higher accuracy for experts than for novices. This suggests that
cues for INSTANTIATION relations are more easily exploited by experts. In a post-hoc analysis,
we therefore examined whether the effect of domain knowledge was different per relation sense.
Adding the three-way interaction between relation sense, corpus and expertise did not significantly
improve model fit when compared to the same model without this interaction. Since examining
differences between the relation senses was not the purpose of the present study and power for
finding such a three-way interaction effect with the current study design is likely to be low, further
quantitative research is necessary to examine the effect of domain knowledge on different relation
senses and different relational cues. The present qualitative analysis provides directions for future
research.

Furthermore, it is interesting to point out that low-knowledge readers do not always exploit
relational cues that do not require domain knowledge. More specifically, the three antonyms in the
CONTRAST relations that were more challenging for low-knowledge readers could also be detected
with general world knowledge, contrasting concepts that are accessible for low-knowledge readers
as well (see (10) for an example). In addition, we found instances of hyponyms in our qualitative
analysis that do not require specific domain knowledge to infer the INSTANTIATION relations, but
were nevertheless not detected by low-knowledge readers, as in (9).

(9) More recently, several groups have demonstrated the feasibility of hybridizing metaboli-
cally labeled mRNAs directly from nuclear run-on (NRO) reactions to nylon filter microar-
rays in order to investigate nascent transcripts Schuhmacher et al. used a B cell line
carrying a conditional, tetracycline-regulated myc gene, and found that myc induction re-
sulted in only a small overlap in regulated mRNAs at 4 hours post-induction when compar-
ing polyA mRNA and NRO RNA on microarrays.

(BioDRB:INSTANTIATION:Implicitated)

(10) E2 inhibits apoptosis in different cell types (cardiac myocytes and others) androgens
have been found to induce apoptosis.

(BioDRB:CONTRAST:Implicitated)

To sum up, non-connective cues seem to play a role in discourse relation inferences, although
we do not find evidence that the presence of these cues (or the extent to which they are used to infer
the discourse relation) depends on whether or not the relation is marked. In addition, the qualitative
analysis shows that adopting these cues sometimes requires domain knowledge. However, even if
domain knowledge is not required, low-knowledge readers do not always adopt these cues.

5.3.2 COGNITIVE BIAS FOR CONTINUITY AND CAUSALITY

A second hypothesis was that readers might be guided by cognitive biases for causality and continu-
ity in case their background knowledge was insufficient to determine the relation sense. To examine
whether low-knowledge readers resorted to default interpretation strategies, we coded the connec-
tive insertions for whether they were signals of continuous relations (cause, positive expansion,
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Table 5: Mean effect (sd) of corpus and expertise on the insertion of a causal or continuous connec-
tive.

Estimate Std. Error Z value P value
corpus 0.28 (0.04) 0.14 (0.01) 2.02 (0.32) .06 (.06)
expertise 0.13 (0.04) 0.10 (0.01) 1.27 (0.41) .24 (.16)
corpus:expertise 0.01 (0.04) 0.09 (0.00) 0.06 (0.44) .72 (.18)

temporal, condition) or not (contrast, concession, negative expansion). We only included incor-
rect insertions in this analysis, because correct continuous or discontinuous interpretations cannot
be attributed with high certainty to a cognitive bias for continuity and causality, as they are likely
guided by the true sense of the relation. In addition, we sampled an equal amount of insertions per
relation sense from each corpus and domain of expertise. This was done to ensure an equal balance
between relation senses, since certain relation senses might yield more default interpretations than
other relation senses (e.g. incorrect interpretations of CONTRAST relations are more likely to be
CONCESSION than RESULT). The sampling was repeated 100 times to examine whether the effects
in the binomial mixed-effects analysis were stable. The results are presented in Table 5. No main
effect of corpus, domain of expertise nor of the interaction between corpus and expertise was found.
There is thus no evidence that readers have a bias to infer a causal or continuous relation if they lack
the domain knowledge to interpret the relation correctly.

5.3.3 UNDERSPECIFIED INTERPRETATIONS

If readers are not certain about the discourse relation between two arguments, they might resort
to making an underspecified inference, rather than committing to a specific interpretation. In the
paradigm used in this experiment, this would mean that participants insert more ambiguous con-
nectives in the first step when they have little knowledge about the domain of the text, compared to
when they are experts in that domain. The connective insertions in the first step were therefore anno-
tated as indicating relations from one vs. multiple relational classes. The most frequent ambiguous
first step insertions were however (11.8%), and (6.5%) and but (5.9%). In addition, participants
typed nothing in 3.4% of cases, which indicated that they could not come up with a linking phrase
connecting the sentences. For example (6.4%), therefore (5.1%) and because (3.3%) were the most
frequent specific connectives.

A binomial mixed-effects logistic regression analysis showed an interaction between corpus and
expertise (β = -0.14, SE = 0.05, z = -3.08, p < .01). This effect of domain knowledge on the in-
sertion of ambiguous connectives is visualized in Figure 2. Splitting up the data by corpus revealed
that, compared to experts from the domain of biomedical sciences, economic experts inserted sig-
nificantly fewer specific connectives in the BioDRB (β = -0.29, SE = 0.09, z = -3.03, p < .01), but
not in the PDTB. Besides inferring more incorrect relation types, low-knowledge readers thus also
leave the relation underspecified by inserting ambiguous connectives in the first step, when reading
the BioDRB.
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Figure 2: Proportion of ambiguous insertions in the first step with error bars showing standard error.

6. Discussion and conclusion

Background knowledge has often been assumed to play a role in correctly interpreting discourse
relations, but this has never been investigated experimentally. The current study filled this gap by
assessing discourse relation interpretations of high- and low-knowledge readers. We aimed to ex-
amine whether domain knowledge contributes to inferring the correct discourse relation, as well
as which factors guide discourse relation interpretation in the absence of connectives and domain
knowledge. The first main finding of this research is that high-knowledge readers were better at in-
ferring the discourse relation, as measured by convergence with the gold label, than low-knowledge
readers. Thus, domain knowledge can, in some instances, facilitate establishing coherence and read-
ers are able to employ their knowledge base to interpret the relation correctly. However, this effect
was modulated by the corpus from which the text was taken: The effect of expertise was significant
for the items from the BioDRB, but not for the PDTB (see Section 6.1). In addition, we identified
non-connective linguistic signals for discourse relations, showing that domain knowledge influences
how readers adopt these cues (see Section 6.2).

6.1 Text genre and the influence of domain knowledge

One possible reason for why there was only an effect of domain knowledge for texts from the
BioDRB and not the PDTB is the difference between these specific genres. Even though economics
newspaper texts are targeted at readers with a specific interest in economics, they are intended for
a broader audience with various levels of expertise. Research papers, on the other hand, are often
not accessible to a general audience. Instead, they specifically target experts in that domain. They
contain more specialized vocabulary and focus on topics that only a limited amount of people are
familiar with.8 Also note that the two texts differ in that they are written by journalists, who are not
experts themselves, versus researchers. Discourse relations in the biomedical texts therefore likely
required more domain knowledge than those in the economics newspaper texts.

8. This was also confirmed in a post-hoc analysis of the perplexity of the items using a generic language model (GPT
(Radford et al., 2018), a transformer model that is trained on a 1B word book corpus). The perplexity of the PDTB
items (89.0) is lower than of the BioDRB items (101.4).
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Another explanation for this pattern could be related to the level of expertise of our participants.
We recruited the participants via a crowd-sourcing platform, but their expertise was assessed in
various ways (among others their subject of study as indicated on Prolific and their familiarity with
specialized terms as determined during prescreening). This ensured that they were indeed high vs.
low-knowledge readers with respect to the texts presented in this study. We note here again that
experts were not expected to be familiar with all the information in the text. Domain knowledge
was hypothesized to help in interpreting discourse relations correctly, because text processing is
facilitated by an existing knowledge structure. This knowledge base does not need to be exhaustive,
as the information in the text fills gaps in existing knowledge. Still, the experts from the domain of
biomedical sciences seemed to know more about economics than vice versa, as measured by their
self-rated familiarity with specialized terms from texts from that domain. They therefore might have
also been able to rely on their background knowledge of some economic topics, when interpreting
the relations. The finding that the effect of domain knowledge is smaller for the items from the
PDTB can therefore not be considered surprising.

This interaction also raises the question of what constitutes expertise. Experts were assumed
to be more knowledgeable with respect to the topic of the text. This knowledge would have been
gained through reading texts typical to the domain. In the case of the biomedical experts, this would
more likely be research papers than newspapers; in the case of economics experts, this would more
likely be economic newspapers than research papers. In our post-test questionnaire, biomedical
experts indeed indicated that they read research papers more often than economists (mean 3.57
vs. 2.59 on a 1-5 Likert scale ranging from ‘never’ to ‘daily’). This difference was even more
distinct for biomedical research papers (3.41 vs. 1.30). Economics experts, on the other hand, read
newspapers (and specifically business newspapers) more often than biomedic experts (3.5 vs. 2.35
for newspapers in general; 3.09 vs. 1.33 for business newspapers). Domain knowledge might thus
consist not only of topic knowledge, but also of text genre familiarity. Such familiarity might help
readers to infer the discourse relations in that genre. For example, newspaper texts are characterized
by a so-called inverted pyramid scheme, where the first paragraph is followed by an ELABORATION

in the subsequent paragraphs (Das et al., 2018). Methodology sections of research papers often
contain many TEMPORAL relations (Bachand et al., 2014). Even readers who are not familiar with
the domain of the text (e.g. psycholinguistic researchers when reading biomedical research papers)
might use genre familiarity with the text structure to infer the discourse relation. A future line of
research could attempt to further tease apart the influence of topic knowledge and genre familiarity
on the impact of domain knowledge, and how these two factors separately contribute to inferring
discourse relations.

6.2 Discourse relational cues

Besides examining the role of domain knowledge in inferring the correct discourse relation, we also
set out to explore how readers infer discourse relations in the absence of domain knowledge. The
first prediction was that non-connective linguistic cues for discourse relations would be used. We
therefore varied the presence of a connective in the original text. Discourse relational cues were hy-
pothesized to be more frequent in implicit than in (originally explicit) implicitated relations, which
is why we expected implicit relations to be easier to infer than implicitated relations. However, no
effect of the presence of a connective in the original text was found. In addition, high- and low-
knowledge readers were not affected differently by whether the relation was originally marked. We
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can therefore not confirm the hypothesis that discourse relational cues in implicit relations facilitate
discourse relational inferences.

The by-item analysis revealed that some discourse relations contained cues for the relation, even
in the absence of a connective. For example, antonyms were present in CONTRAST relations and
hypernyms in INSTANTIATION relations. Low-knowledge readers sometimes successfully retrieved
the relation when such cues were present. However, they were not always sensitive to these cues.
For example, a cue such as hypernyms did not always help low-knowledge readers to infer an
INSTANTIATION relation, and nor did antonyms in CONTRAST relations. Instead, readers strongly
diverged in the interpretations of these items. There are several possible explanations for these
findings. First of all, non-connective linguistic signals for discourse relations are highly ambiguous,
with many signaling a large variety of discourse relations. The cue might then exclude some possible
relation interpretations, but not provide only one single likely interpretation. As a result, different
readers might interpret the cue differently, diminishing the facilitative effect of additional relational
cues in implicit relations. Secondly, signals for discourse relations (other than connectives) may
require domain knowledge to interpret them. To illustrate, antonyms often occur in CONTRAST

relations, but in order to know that two concepts are opposite, the reader should know what the
words mean. This could explain why low-knowledge readers do not always pick up on these cues.

Another explanation for the diverging interpretations of items containing non-connective lin-
guistic signals might lie outside the scope of the text itself and be influenced by characteristics of
the reader. Scholman et al. (2020) show that some readers are more sensitive to contextual list sig-
nals than others. More specifically, participants in their study who had more reading experience
(as measured by an Author Recognition Test), picked up on these cues more than participants who
were less experienced readers. Only some readers might therefore have been able to employ these
signals in inferring the relation, leading to differences in how relations containing such cues are
interpreted. With respect to domain knowledge, high-knowledge readers had access to two strate-
gies in interpreting the relation: non-connective linguistic signals and their knowledge base. The
high-knowledge readers who were not sensitive to these non-connective discourse relational cues
could then use their domain knowledge to infer the relation, whereas low-knowledge readers would
not be able to interpret the relation if they did not detect these signals.

More research is needed on what these non-connective linguistic cues consist of as well as
the extent to which readers are sensitive to them. For example, is a hypernym a reliable cue for
INSTANTIATION relations? In addition, the examples provided in this study focused on the two
relational arguments, but discourse structure might also guide relational inferences, for example
when the arguments are part of a longer LIST structure. Furthermore, even though this study was
conducted in English, we expect this effect to replicate in other languages. Discourse relational
inferences are part of high-level discourse processes and the facilitative effect of connectives has
also been replicated in various languages (Kamalski et al., 2008; Blumenthal-Dramé, 2021; Lyu
et al., 2020). However, which discourse relational cues are present and the extent to which readers
rely on this information may differ between languages (cf. Blumenthal-Dramé, 2021; Schwab and
Liu, 2020). Moreover, further research should examine readers’ sensitivity to these cues. The
present study did not find a difference between implicit and implicitated relations, even though the
latter has been argued to contain more discourse relational cues. Do readers notice non-connective
signals for discourse relations? Or do they only adopt this information if they are experts on the
domain of the text (as suggested in the present study) or have much reading experience (Scholman
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et al., 2020)? Such research would provide more insight in how readers establish coherence in a
text.

6.3 Inferences in the absence of domain knowledge

The present study also set out to investigate what low-knowledge readers do when they lack the
domain knowledge that is required to infer the correct discourse relation. Apart from using non-
connective linguistic signals, we hypothesized that participants might resort to a default interpre-
tation strategy and have a preference for causal and continuous relation interpretations in cases in
which the relation was not inferred correctly. However, low-knowledge readers did not insert causal
and continuous connectives in incorrect items to a greater extent than high-knowledge readers. We
thus did not find evidence that domain knowledge influences readers’ cognitive biases for causality
and continuity.

In addition, we predicted that low-knowledge readers would prefer to leave the discourse re-
lation underspecified. Rather than committing to a certain interpretations that might be incorrect,
readers were hypothesized to make underspecified discourse interpretations and therefore provide
connectives reflecting this underspecification. We found some evidence for this hypothesis, since
low-knowledge readers inserted more ambiguous connectives in the first step than high-knowledge
readers. Low-knowledge readers thus seem to avoid making a specific relation interpretation. How-
ever, it remains unclear what the reason for these underspecified interpretations is. On the one hand,
it is possible that low-knowledge readers were unable to specify the relation further. On the other
hand, low-knowledge readers might have processed the text less deeply and therefore not committed
to a specific relation because they did not wish to do so. Future research could examine whether
low-knowledge readers perform better when they are forced to process the text more deeply (cf.
Scholman, 2019) to disentangle these two factors.

6.4 Limitations

Finally, we note some limitations of the present research. Firstly, the study aimed to balance the
items among the different discourse relation senses, since different relation senses were hypothe-
sized to yield differences in accuracy and interpretation biases. We did indeed find that CAUSE and
INSTANTIATION relations were easier to infer for participants than CONCESSION relations and that
INSTANTIATION and CONCESSION relations were often interpreted as being causal. Many of the
initially selected CONTRAST relations had been annotated as CONCESSION in the PDTB 3.0. The
lower performance on this relation sense could therefore partly be attributed to the disagreement
about the gold label, since a CONCESSION interpretation might also have been possible. However,
since relation sense was included as a covariate in the analysis, this does not affect the conclusions
about the role of domain knowledge.

Another limitation is our manipulation of relation marking. It is possible that the relation might
have become impossible to identify or has changed by removing the connective. In the first case, we
would find floor effects on the implicitated relations, even for the high-knowledge readers. Overall,
there were ten (out of 190) items for which none of the high-knowledge readers converged with the
gold label. However, these were equally distributed over the implicit and implicitated condition.
This suggests that the original relation could still be retrieved, even when the connective had been
removed, also in the implicitated condition. In the case of multiple interpretations, convergence to
the gold label is not reliable anymore. To account for the problem of multiple interpretations, we
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examined those implicitated relation items where several participants agreed on the same non-gold
relation interpretation and assessed whether this interpretation was also possible. Including these
alternative answers as correct still revealed the same pattern as above: high-knowledge readers
interpreted the relation correctly more often than low-knowledge readers. Nevertheless, a study
manipulating discourse relational cues specifically would provide further insight on this matter.

Furthermore, despite carefully selecting our participants, we cannot be sure that they were in-
deed as knowledgeable as they said they were. Nevertheless, we found a clear effect of domain
knowledge in the BioDRB, suggesting that the biomedical experts were indeed more familiar in this
domain than the economic experts. There is no reason to believe that the experts from the field of
economics would be less knowledgeable than the participants from the biomedical domain.

6.5 Conclusion

To conclude, the current research provides more insight into the role of domain knowledge in dis-
course processing by examining discourse relation interpretations. Previous work has mainly fo-
cused on the influence of domain knowledge on text comprehension and recall (e.g. McNamara
et al., 1996; Smith et al., 2021) or on whether or not discourse inferences are made in the absence of
domain knowledge (e.g. Noordman and Vonk, 1998), showing that low-knowledge readers benefit
more from coherence marking than high-knowledge readers and are less likely to make relational
inferences during reading. However, these studies did not address how the discourse is interpreted
differently by high- and low-knowledge readers. The present study shows that readers are able to in-
terpret discourse relations correctly, even if they have little knowledge about the domain of the text.
Still, high-knowledge readers make more correct (and more specific) discourse relation interpreta-
tions. This effect was established in biomedical research papers, a text type that targets a specialist
audience, but not in economic newspapers, possibly because the genre is aimed to be accessible
for both experts and novices in the field. Moreover, we found that readers adopt linguistic cues
for inferring discourse relations, although this did not interact with the presence of a connective in
the original text. A text without discourse connectives is therefore not necessarily detrimental for
low-knowledge readers (cf. McNamara et al., 1996), as they can also establish coherence with other
discourse cues. Still, these cues might be more challenging to low-knowledge readers as in some
cases domain knowledge is required to detect them.
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Appendix A. Relation sense classification

(i) Cause

• CAUSE

• CAUSE+BELIEF

• CAUSE+SPEECHACT

• PURPOSE

(ii) Temporal

• SYNCHRONOUS

• ASYNCHRONOUS

(iii) Contrast

(iv) Concession

• CONCESSION

• CONCESSION+SPEECHACT
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(v) Positive expansion

• SIMILARITY

• CONJUNCTION

• EQUIVALENCE

• INSTANTIATION

• LEVEL-OF-DETAIL

• MANNER

(vi) Negative expansion

• DISJUNCTION

• EXCEPTION

• SUBSTITUTION

(vii) Condition

• CONDITION

• CONDITION+SPEECHACT

• NEGATIVE-CONDITION

• NEGATIVE-CONDITION+SPEECHACT

Appendix B. Means across conditions

Table 6: Mean percentage of correct answers per condition.
BioDRB PDTB

bio eco bio eco mean
Implicitated Result 57.3 47.2 72.6 72.1 62.4

Instantiation 71.4 41.0 46.8 49.5 52.0
Concession 48.4 28.6 48.9 58.6 48.6
Contrast 34.7 27.6 42.9 14.3 31.2
mean 52.2 36.2 54.3 58.7

Implicit Result 70.3 69.1 64.1 65.1 67.1
Instantiation 65.1 51.9 64.1 60.5 60.7
Concession 41.0 36.1 54.9 54.2 49.1
Contrast 39.1 25.9 33.3 20.0 31.7
mean 54.1 45.4 58.7 57.0
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Appendix C. Model output summaries

Models described in Section 5.2

Table 7 shows the model output of the subset analysis on the PDTB items, in which the effect of
corpus was not significant. The effect was significant in the items in the BioDRB, which is displayed
in Table 8.

Table 7: Subset analysis on PDTB items. Model specification: correctness
∼relationsense + expertise + relationmarking + (1 |
workerid) + (1 + expertise | questionid)

Estimate Std. Error Z value P value
Intercept 0.19 0.17 1.11 .27
Relationsense:CAUSE 0.73 0.27 2.70 <.001
Relationsense:CONTRAST -1.28 0.67 -1.92 .06
Relationsense:INSTANTIATION 0.07 0.27 0.25 .80
Expertise -0.04 0.08 -0.52 .60
Relationmarking 0.06 0.12 0.52 .60

Table 8: Subset analysis on BioDRB items. Model specification: correctness ∼
relationsense + expertise + relationmarking + (1 | workerid)
+ (1 + expertise | questionid)

Estimate Std. Error Z value P value
Intercept -0.54 0.21 -2.55 .01
Relationsense:CAUSE 1.11 0.28 3.92 <.001
Relationsense:CONTRAST -0.40 0.29 -1.40 .16
Relationsense:INSTANTIATION 0.81 0.29 2.80 <.01
Expertise 0.30 0.09 3.47 <.001
Relationmarking 0.15 0.12 1.24 .21

Models described in Section 5.3.3

Table 9 shows the output of the model in which the ambiguity of the first step insertions was pre-
dicted. To examine the interaction between corpus and expertise, separate analyses were performed
for the items from the PDTB (Table 10) and the BioDRB (Table 11).
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Table 9: Output of the model predicting ambiguity of the insertions in the first step. Model
specification: ambiguity ∼ relationsense + corpus*expertise + (1
+ corpus | workerid) + (1 + expertise | questionid)

Estimate Std. Error Z value P value
Intercept 0.33 0.12 2.86 <.01
Relationsense:CAUSE -0.97 0.15 -6.36 <.001
Relationsense:CONTRAST 0.05 0.19 0.28 .78
Relationsense:INSTANTIATION -1.47101 0.16 -9.24 <.001
Corpus -0.08 0.06 -1.30 .20
Expertise -0.15 0.08 -1.95 .05
Corpus:expertise -0.14 0.05 -3.08 <.01

Table 10: Subset analysis on items from the PDTB. Model specification: ambiguity ∼
relationsense + corpus*expertise + (1 | workerid) + (1 |
questionid)

Estimate Std. Error Z value P value
Intercept 0.40 0.14 2.88 <.01
Relationsense:CAUSE -0.98 0.21 -4.62 <.001
Relationsense:CONTRAST -0.09 0.50 -0.19 .85
Relationsense:INSTANTIATION -1.39 0.22 -6.38 <.001
Expertise -0.01 0.09 -0.09 .93

Table 11: Subset analysis on items from the BioDRB. Model specification: ambiguity ∼
relationsense + corpus*expertise + (1 | workerid) + (1 +
expertise | questionid)

Estimate Std. Error Z value P value
Intercept 0.29 0.17 1.76 .08
Relationsense:CAUSE -1.02 0.22 -4.71 <.001
Relationsense:CONTRAST 0.04 0.21 0.19 .85
Relationsense:INSTANTIATION -1.59 0.24 -6.72 <.001
Expertise -0.29 0.09 -3.03 <.01
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