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Abstract

Language models are able to handle com-
positionality and, to some extent, non-
compositional phenomena such as semantic
idiosyncrasy, a feature most prominent in the
case of idioms. This work introduces the
MultiCoPIE corpus that includes potentially
idiomatic expressions in Catalan, Italian, and
Russian, extending the language coverage of
PIE corpus data. The new corpus provides ad-
ditional linguistic features of idioms, such as
their semantic compositionality, part-of-speech
of idiom head as well as their corresponding
idiomatic expressions in English. With this
new resource at hand, we first fine-tune an
XLM-RoBERTa model to classify figurative
and literal usage of potentially idiomatic expres-
sions in English. We then study cross-lingual
transfer to the languages represented in the
MultiCoPIE corpus, evaluating the model’s
ability to generalize an idiom-related task to
languages not seen during fine-tuning. We
show the effect of ‘cross-lingual lexical over-
lap’: the performance of the model, fine-tuned
on English idiomatic expressions and tested
on the MultiCoPIE languages, increases sig-
nificantly when classifying ‘shared idioms’—
idiomatic expressions that have direct counter-
parts in English with similar form and meaning.
While this observation raises questions about
the generalizability of cross-lingual learning,
the results from experiments on PIEs demon-
strate strong evidence of effective cross-lingual
transfer, even when accounting for idioms sim-
ilar across languages.

1 Introduction

High-level language understanding is reflected in
the ability to combine meaning units into larger
units; this process is known as composition. Nat-
ural language often departs from the principle of
simple compositionality, as in the case of multi-
word expressions, or MWEs, commonly described
as combinations of words that exhibit a certain

degree of lexical, morphological, syntactic and/or
semantic idiosyncrasy (Sag et al., 2002; Baldwin
and Kim, 2010). A particular category of MWEs
are idioms: this category stands out through its id-
iosyncratic semantics, i.e. the meaning of idiomatic
MWEs cannot be obtained by compositionally in-
terpreting their components (Fazly et al., 2009).

In this work, we focus on a subset of
MWEs, namely, idiomatic expressions with literal-
idiomatic ambiguity (Savary et al., 2018), or expres-
sions that can be used in a literal or figurative sense,
such as blow the whistle or black sheep. Idiomatic
expressions with this property can be referred to as
‘potentially idiomatic expressions’, or PIEs, a term
introduced by Haagsma et al., 2020. This term is
often used in the context of PIE disambiguation —
a task that typically consists of classifying specific
idiom occurrences as ‘literal’ or ‘figurative’, based
on the surrounding context.

In this paper, we present MultiCoPIE, a multi-
lingual corpus of idiomatic expressions with lit-
eral and figurative occurrences in Catalan, Ital-
ian, and Russian.1 We fine-tune a masked lan-
guage model well suited for classification—XLM-
RoBERTa (Conneau et al., 2019)—for the PIE
disambiguation task on available English data
and investigate cross-lingual transfer to the three
languages in MultiCoPIE, comparing the cross-
lingual model to a baseline, fine-tuned monolin-
gually on the MultiCoPIEdata. We also measure
whether the model’s performance is affected by the
size of provided context.

The cross-lingual experiment allows us to mea-
sure whether a classifier fine-tuned for the PIE dis-
ambiguation task on English data generalizes to id-
iomatic expressions in the MultiCoPIE languages,
as these PIEs have not been seen by the classifier
at the fine-tuning stage. However, it is important to

1The MultiCoPIE corpus is publicly available at
https://github.com/at-uliana/multicopie
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consider that certain idiomatic expressions in the
MultiCoPIE languages have idiomatic equivalents
in English, i.e. cross-lingual pairs of idiomatic
expressions with direct lexico-syntactic correspon-
dence and similar semantics (Baldwin and Kim,
2010), such as the Italian idiom rompere il ghiaccio
(lit. ‘to break the ice’), the Catalan idiom trencar el
gel (lit. ‘to break the ice’), and the corresponding
English idiom break the ice. Since contextualized
models produce similar embeddings for words with
similar semantics across languages, it becomes dif-
ficult to properly interpret the classifier’s perfor-
mance on these cross-lingual idiom pairs and iden-
tify whether the model truly evaluates the idiomatic
expression in a language outside of the fine-tuning
set. To this end, we compare the performance of the
classifier on two groups: idiomatic expressions in
the MultiCoPIE languages that have direct equiva-
lents in English and idiomatic expressions without
such equivalents.

2 Related Work

PIE Corpora for English The MAGPIE corpus
(Haagsma et al., 2020), a sense-annotated corpus of
potentially idiomatic expressions, remains one of
the most comprehensive corpora on potentially id-
iomatic expressions in English. It provides 56,622
annotated instances of idiomatic and literal use of
1,756 idioms extracted from the The British Na-
tional Corpus (BNC Consortium, 2007) as well
as the Parallel Meaning Bank (Abzianidze et al.,
2017). The IDIX corpus (Sporleder et al., 2010),
also primarily based on the BNC corpus, contains
6k occurrences of 78 English verbal MWEs with
a fine-grained annotation of PIE usage with six la-
bels. The EPIE corpus (Saxena and Paul, 2020) is
a dataset of 25k instances of 717 idioms, labeled
by an automatic system. Adewumi et al. (2022)
present the PIE corpus that comprises a collec-
tion of 20k instances of 1,200 idioms categorized
into 10 classes, such as such as euphemisms, oxy-
morons, metaphors, literal occurrences and more.

Multilingual and Non-English PIE Corpora A
pivotal role in advancing the field of multiword
expressions plays the PARSEME project, an inter-
national research community that provides MWE-
related tools and resources (Savary et al., 2015).
The PARSEME corpus (Savary et al., 2023), a mul-
tilingual corpus annotated with MWEs2, covers 26

2https://parsemefr.lis-lab.fr/parseme-st-guidelines/1.3/

languages and multiple MWE categories, such as
light verb constructions, verbal idioms, and more.
Savary et al. (2019) use the PARSEME data to iden-
tify idiomatic, literal and coincidental3 occurrences
of verbal MWEs in Basque, German, Greek, Polish
and Portuguese; they also provide a formal defi-
nition of literal occurrences. The SemEval-2022
Task 2a corpus was released as the dataset for the
SemEval-2022 task on Multilingual Idiomaticity
Detection and Sentence Embedding (Tayyar Mad-
abushi et al., 2022). The corpus contains multiword
expressions in English, Portuguese and Galician
and is based on the Noun Compound Senses dataset
by Garcia et al. (2021b) as well as on the dataset by
Tayyar Madabushi et al. (2021). The ID10M cor-
pus by Tedeschi et al. (2022) provides a token-level
annotated dataset of PIEs for 10 languages. PIE
corpora also exist for Indian languages (Agrawal
et al., 2018), German (Fritzinger et al., 2010; Ehren
et al., 2020), Swedish (Kurfalı et al., 2020), Rus-
sian (Aharodnik et al., 2018), Persian (Sarlak et al.,
2023), Arabic (Hadj Mohamed et al., 2024) and
Japanese (Hashimoto and Kawahara, 2008).

Idiomaticity Processing in Transformer Mod-
els Shwartz and Dagan (2019) show that BERT
(Devlin et al., 2019) outperforms other contextual-
ized models in tasks related to lexical composition.
The probing tasks by Tan and Jiang (2021) sim-
ilarly suggests that BERT is able to encode the
idiomatic meaning of PIEs and separates the literal
and idiomatic usages of PIEs with high precision.
A word-level probing experiment by Nedumpozhi-
mana and Kelleher (2021) shows that BERT recog-
nizes idioms by focusing both on the idiomatic
expressions themselves and on the surrounding
context. Dankers et al. (2022) use analysis of
attention patterns to investigate idiom processing
in pre-trained models for the task of translation;
their finding gives evidence that idioms are treated
differently by the encoder in comparison to literal
instances.

Tian et al. (2023) demonstrate that models such
as BERT, multilingual BERT (mBERT) (Devlin
et al., 2019) and DistilBERT (Sanh et al., 2020)
display different attention patterns when represent-
ing tokens within idioms. Liu and Lareau (2024)

3In simplified terms, a coincidental occurrence of an id-
iomatic expression does not preserve the syntactic dependen-
cies between the components of its canonical form. To illus-
trate with an example from MAGPIE, the sentence Britain is
the world leader in deaths caused by heart disease constitutes
a coincidental occurrence of the idiom by heart.
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employ CamemBERT (Martin et al., 2020), the pre-
trained BERT-derived model for French, for a de-
masking task and show that the model makes better
predictions for tokens within idioms, as compared
to tokens within simple lexemes. Despite the evi-
dence that transformer-based pre-trained language
models are able to distinguish between idiomatic
and literal contexts with high accuracy, multiple
studies highlight that transformer-based models
struggle to represent phrase meanings in a nuanced
way (Nandakumar et al., 2019; Yu and Ettinger,
2020; Garcia et al., 2021a).

PIE Disambiguation with Transfomer-Based
Models Hashempour and Villavicencio (2020)
leverage the Idiom Principle4 and use Context2Vec
(Melamud et al., 2016) and BERT to classify literal
and figurative senses of English idioms in the VNC-
tokens dataset (Cook et al., 2008), with BERT-
based model achieving the mean F-score of 0.71.
Kurfalı and Östling (2020) utilize contextual em-
beddings by BERT and mBERT, for supervised and
unsupervised PIE classification tasks in English
and German, achieving the F-score of 0.93 on the
Semeval5b dataset (Korkontzelos et al., 2013), 0.90
on the VNC-tokens dataset (Cook et al., 2008), and
0.94 on the German data (Horbach et al., 2016) in
the supervised setting. The study by Zeng and Bhat
(2021) proposes a novel architecture that uses con-
textualized and static word embeddings to detect
PIE occurrences based on their semantic compati-
bility with context. In SemEval-2022, Tayyar Mad-
abushi et al. (2022) introduced the Multilingual Id-
iomaticity Detection and Sentence Embedding task,
with Subtask A dedicated to binary classification
of literal and figurative idiom usage. The majority
of contributions are based on the transformer archi-
tecture, including pre-trained multilingual models
(Chu et al., 2022; Hauer et al., 2022; Yamaguchi
et al., 2022). In contrast to fine-tuning experiments
performed jointly in several languages, Fakharian
and Cook (2021) take a different approach: in ad-
dition to monolingual experiments, researchers ex-
plore cross-lingual transfer for English and Russian
by fine-tuning several models from the BERT fam-
ily for binary classification of PIEs; the fine-tuned
mBERT achieves 72.4% accuracy in the English-
to-Russian experiment and 80.1% accuracy in the
Russian-to-English experiment.

4The Idiom Principle states that preconstructed phrases
such as multiword expressions are stored and retrieved by
language users as a single unit (Sinclair, 1991).

3 Corpus Creation

3.1 Candidate Selection

We manually create MultiCoPIE, a multilingual
corpus of potentially idiomatic expressions, for
three languages: Catalan, Italian, and Russian. The
corpus encompasses potentially idiomatic expres-
sions that can be understood figuratively or literally,
depending on the surrounding context.

Idiomatic expressions do not constitute a homo-
geneous set of language items and are notoriously
difficult to define precisely (Grant, 2004). The
boundaries separating idiomatic expressions and
other classes of multiword expressions are often
blurred (Nunberg et al., 1994; Baldwin and Kim,
2010; Fazly et al., 2009). In this work, we use
the following definition of idioms: an idiom is a
conventionalized multiword expression that is se-
mantically idiosyncratic, i.e. the meaning of an
idiom cannot be derived by combining the mean-
ings of its components. An idiom can be fully
non-compositional when none of the components
contribute to the meaning of the idiom (such as
spill the beans or break the ice), or partially com-
positional when some components contribute to
the meaning but not others (for instance, green
with envy, box clever). For MultiCoPIE, we favor
fully non-compositional idioms but include par-
tially compositional expressions as well.

The selection of idiomatic expressions depends
on resources available for the language. For Ital-
ian, we compile a list of idioms by consulting on-
line dictionaries, such as Il Nuovo De Mauro5

and Dizionario dei Modi di Dire Hoepli.6 For
Catalan, we select frequent idioms from online re-
sources.7,8,9 For Russian, we manually extract rel-
evant idiomatic expressions from the Russian Wik-
tionary10 as well as from online lexicographic re-
sources.11 For all languages, we select syntactically
diverse idiomatic expressions, with verbal idioms
constituting the majority for all MultiCoPIE lan-
guages.

It is important to consider that idiomatic expres-
sions display great variability in how often they
are used in a figurative and literal sense. In ad-

5https://dizionario.internazionale.it/
6https://dizionari.corriere.it/

dizionario-modi-di-dire
7https://rodamots.cat/tema/frases-fetes/
8https://visca.com/apac/dites/
9https://pccd.dites.cat/

10https://ru.wiktionary.org/wiki/
11https://phraseology.academic.ru/
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Language Idioms Instances Sentences Tokens Figurative Instances Literal Instances

Catalan 123 2733 8.1k 200k 2221 (81.3%) 512 (18.7%)
Italian 111 2245 6.7k 129k 1887 (84.1%) 358 (15.9%)
Russian 145 2902 8.9k 140k 1734 (59.8%) 1168 (40.2%)

Table 1: Statistics on our new corpus MultiCoPIE.

dition to truly ambiguous idioms (dig deep, cold
feet, hold water) that allow straightforward literal
interpretation and are equally frequent in their lit-
eral and figurative sense, comprehensive corpora
such as MAGPIE (Haagsma et al., 2020) include
idiomatic expressions where literal interpretation
is unlikely or implausible (armed to the teeth, food
for thought, play for keeps, throw caution to the
wind), at least not without disrupting the idiom’s in-
ternal dependency structure. The MAGPIE authors
point out that truly ambiguous idioms are rare, with
58.94% of idiom types in MAGPIE occurring only
in their idiomatic sense (Haagsma et al., 2020).
With this in mind, we add idioms where literal
interpretation is less likely. We believe that inclu-
sion of less ambiguous idiomatic expressions could
provide valuable information for models learning
about non-compositional semantics.

We annotate each selected candidate idiom with
two additional features: syntactic category and se-
mantic compositionality. Details on the annotation
process are provided in Appendix A.

Cross-Lingual Lexical Overlap As mentioned
earlier, the MultiCoPIE corpus contains idiomatic
expressions that have idiomatic equivalents in En-
glish with similar form and meaning. In this
study, we refer to these cross-language idiom
pairs as ‘shared idioms’. We find a considerable
amount of such shared idioms and annotate them in
MultiCoPIE, for instance, the Italian idiom pian-
gere sul latte versato that literally translates as ‘to
cry over spilled milk’ —a corresponding idiom in
English with the same semantics. We also annotate
idioms that have a close lexical (but not identical)
correspondence, such as the Italian idiom mettere
nero su bianco (lit. ‘to put black on white’) which
broadly corresponds to the English idiom to be
(down) in black and white and its variation in black
and white.

3.2 Extraction of Instances

To extract literal and figurative instances of selected
idioms, we use the Open Super-large Crawled Ag-
gregated coRpus (OSCAR), a multilingual cor-

pus of documents created by filtering Common
Crawl (Ortiz Suárez et al., 2019; Abadji et al.,
2021). We download and pre-process OSCAR ver-
sions 22.01 (Catalan) and 23.01 (Italian and Rus-
sian). We split the documents at paragraph level,
eliminate duplicate paragraphs and normalize the
texts using Moses scripts (Koehn et al., 2007).

For all languages, we locate idiom occurrences
in OSCAR, not necessarily in the dictionary form,
and extract the instance with the idiom and the
context required by a human to disambiguate it.
We use broad-coverage string-matching search pat-
terns to ensure that a diverse set of instances is
extracted, including lexical variations in idiomatic
expressions. We collect instances where the id-
iom sense can be easily resolved within one or
two sentences, excluding cases of word play and
instances without sufficient context. Each target
instance typically consists of one sentence with
two surrounding sentences. All extracted instances
are labeled as figurative or literal by a native
speaker.

We aim at maintaining a balanced distribution
of figurative versus literal labels, rather than
reflecting their frequency in corpora such as OS-
CAR, which is challenging to estimate precisely.
As mentioned in Section 3.1, PIE corpora typically
tend to have more figurative than literal instances;
MultiCoPIE is not an exception. Due to this im-
balance, we include some literal instances from
additional sources such as recent online newspa-
pers and books.

The selection of literal instances generally aligns
with the study by Savary et al. (2019) which pro-
vides a semantically and syntactically motivated
definition of what constitutes a literal occurrence of
a MWE. As such, we only collect instances where
the target idiomatic expression preserves the same
internal dependency structure as its canonical form
and disregard coincidental occurrences.

Similar to Tayyar Madabushi et al. (2022), we
include occurrences of idioms when encounter-
ing them as part of named entities (for instance,
the movie "The Devil’s Advocate"), annotating
them with the literal label. These instances
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Zero-shot One-shot Random

w/o with w/o with w/o with
context context context context context context

majority-class accuracy .77± .02 .77± .02 .73± .03 .73± .03 .76± .01 .76± .01
majority-class F1-score .87± .02 .87± .02 .84± .02 .84± .02 .87± .00 .87± .00

Accuracy .86± .02 .86± .02 .86± .02 .86± .01 .93± .01 .92± .01
F1-score .91± .02 .91± .02 .91± .01 .91± .01 .95± .01 .95± .01
Precision .92± .02 .92± .03 .92± .01 .90± .03 .96± .01 .96± .01
Recall .89± .03 .90± .04 .90± .03 .92± .03 .95± .01 .94± .01

Table 2: Performance scores (mean and standard deviation) averaged over 10 runs after fine-tuning XLM-RoBERTa
on the English data. The first two rows report the majority class baseline F1 and accuracy scores. The best overall
performance scores are highlighted in bold.

proved to be useful for idiom-related tasks, as
shown by Tedeschi and Navigli (2022) who lever-
age named entity recognition for idiomaticity de-
tection. In addition, we separately mark cases of
idioms occurring within a metaphor and label them
as figurative; however, we find only a few such
cases.

3.3 Token-Level Annotation

In each collected instance, we annotate the lexical-
ized components of idioms, i.e. components that
are always present in variations of an idiomatic
expression (Savary et al., 2018). We additionally
annotate other idiomatic expressions that appear
in the instances. We do not annotate expressions
where the idiomaticity is statistical (collocations)
or pragmatic (formulaic expressions such as Thank
God) as well as other types of figurative language,
such as metaphors, proverbs, or sarcasm.

Table 1 shows the MultiCoPIE statistics.

4 Monolingual PIE Classification

4.1 English Data

To fine-tune our idiom disambiguation classifier,
we use monolingual English data comprised of
MAGPIE and the English subset of the SemEval-
2022 Task 2a dataset. Both corpora were manually
annotated by native speakers and include not only
the target sentences containing idioms but also the
surrounding context. While MAGPIE serves as a
backbone of our training data due to its size, the
SemEval-2022 Task 2a corpus provides additional
idiom types as well as interesting cases when an
idiom functions as part of a named entity. From the
SemEval dataset, we exclude less idiomatic items,
such as law firm and application form; for the se-
lected 75 idioms, we keep all the instances. From
MAGPIE, we select 1513 phrase-level idioms, ex-

cluding clauses and dependent clauses. We exclude
instances with the inter-annotator agreement lower
than 75% and use one preceding and one following
sentence as context. The combined dataset consists
of 37.9k instances of 1582 idiom types; 75.9% of
the instances are labeled as figurative.

4.2 Problem Setting

As a base for our classifier, we use the HuggingFace
xlm-roberta-base implementation (Wolf et al.,
2020) of the multilingual XLM-RoBERTa model
(Conneau et al., 2019) and fine-tune it for the binary
PIE disambiguation task in English with the dataset
described in Section 4.1. We fine-tune the model in
three settings: zero-shot, one-shot, and random. In
the zero-shot setting, the model is tested on idioms
that were not present in the training set, reflecting
its ability to generalize to unseen cases. In the one-
shot setting, the model is exposed to one instance of
each idiom during fine-tuning. The random setting
is not type-aware and the test instances are selected
randomly. For the zero-shot and one-shot settings,
15% of idioms (240 idioms) were allocated for vali-
dation and another 15% for testing. For the random
setting, the sizes of the validation and test sets were
predefined to approximately match those of the
other two settings. This ensures a fair comparison
across all settings. As a result, in each setting, the
models were fine-tuned on 26k instances, with ap-
proximately 5.9k instances each in the validation
and test sets. Appendix B (Table 7) provides a
detailed description of the data splits.

In each setting, the models are fine-tuned either
with context or without context: in the ‘without
context’ setting, we use only the sentence contain-
ing the idiomatic expression, while in the ‘with
context’ setting, we additionally include the sur-
rounding context (± one sentence).
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4.3 Model Selection and Fine-Tuning

The binary classification head on top of the pre-
trained XLM-RoBERTa consists of a dense linear
layer with 768 input and output features, followed
by a dropout layer with the dropout rate of 0.1.
We perform a grid search to determine the most
appropriate values for the learning rate and batch
size (see Appendix B). For each setting, we fine-
tune 10 models with the best parameters. Table 2
provides the classification results on English aver-
aged over 10 models. Results are compared to the
majority-class baseline that always considers
the majority class (figurative) as output label.

4.4 Analysis

Table 2 summarizes the results of the PIE classifica-
tion task in three settings (zero-shot, one-shot, and
random), with and without context. All models out-
perform the majority-class baseline. While the
zero-shot and one-shot settings perform similarly,
with an average F1-score of 0.91 and 86% accu-
racy, models trained in the random setting achieve
a significant improvement, showing an increase of
0.04 F1 points and 7% accuracy over the other set-
tings. This notable performance gain in the random
setting can be explained by the distribution of id-
iom types in the training and test sets. Although
the models in each setting are fine-tuned on a com-
parable number of instances, the random setting’s
training set includes a substantially higher number
of instances of idioms that also appear in the test
set.

Regarding the ‘with context’ and ‘without con-
text’ classification, none of the settings shows no-
table differences in performance when surrounding
sentences are included. Our finding corroborates
the conclusion by Knietaite et al. (2024) who show
that in PIE disambiguation, sentence-level models
outperform models fine-tuned on paragraph-wide
context. The authors hypothesize that surround-
ing sentences do not provide relevant clues for PIE
disambiguation and may distract the model.

5 Cross-Lingual Lexical Overlap and
Transfer

To explore cross-lingual transfer, we use mod-
els fine-tuned for the PIE disambiguation task
on the English data and evaluate them on
the MultiCoPIE languages, which have not
been observed during fine-tuning. We em-
ploy two baselines: the majority-class base-

line and the xlm-r-multicopie baseline. The
majority-class assigns the figurative label
(majority class) to all observations, reflecting la-
bel distribution in the MultiCoPIE for each lan-
guage. For the xlm-r-multicopie baseline, we
fine-tune an XLM-RoBERTa classifier on the
MultiCoPIE data, separately for each language.
We fine-tune 10 models in a zero-shot setting, se-
lecting 70% of the idioms for the training set, 15%
for validation and 15% for testing. Table 4 shows
training, validation and test set sizes for each lan-
guage. The hyperparameters used are those iden-
tified through grid search for the monolingual En-
glish classifier (see Section 4.3).

5.1 Analysis of Classification Results
When evaluated on the MultiCoPIE data, the zero-
shot and one-shot models show comparable per-
formance, while the models fine-tuned in the ran-
dom setting have slightly lower scores. We choose
the one-shot setting to demonstrate the results of
the cross-lingual transfer; the results of the zero-
shot and random models are reported in the Ap-
pendix C (Tables 8 and 10). Table 3 summarizes
the results of the one-shot English classifier, evalu-
ated on MultiCoPIE with and without context.

The classifier, fine-tuned on English data, con-
sistently outperforms the majority class baseline
across all three languages in both the ‘without con-
text’ and ‘with context’ settings, as evidenced by
improvements in accuracy and F1-scores. When
compared to the xlm-r-multicopie baseline, the
largest gains are observed for Catalan, where the
classifier achieves an average F1-score of 0.94 in
both context settings, reflecting an increase of 0.05
points and 0.04 points over the baseline. In terms
of accuracy, the classifier reaches 91% (‘without
context’) and 90% (‘with context’), representing an
8% and 7% improvement over the baseline, respec-
tively. For Italian, the classifier achieves an average
F1-score of 0.92, representing an increase of 0.02
points over the baseline in both settings. It also
attains an average accuracy of 87%, corresponding
to a relative improvement of 4% (‘without con-
text’) and 3% (‘with context’) over the baseline. In
contrast, for Russian, the classifier does not sur-
pass the baseline, achieving average F1-scores of
0.89 (‘without context’) and 0.88 (‘with context’),
compared to the baseline’s 0.91 in both settings.
Similarly, the classifier’s accuracy for Russian —
87% (‘without context’) and 85% (‘with context’)—
falls short of the baseline’s 89% accuracy.
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w/o context with context

CA IT RU CA IT RU

majority-class accuracy .81± .00 .84± .00 .60± .00 .81± .00 .84± .00 .60± .00
majority-class F1-score .90± .00 .91± .00 .75± .00 .90± .00 .91± .00 .75± .00
xlm-r-multicopie accuracy .83± .09 .83± .04 .89± .02 .83± .06 .84± .04 .89± .02
xlm-r-multicopie F1-score .89± .06 .90± .02 .91± .01 .90± .04 .90± .02 .91± .01

Accuracy .91± .01 .87± .01 .87± .01 .90± .01 .87± .02 .85± .02
F1-score .94± .00 .92± .01 .89± .01 .94± .01 .92± .01 .88± .02
Precision .95± .01 .94± .01 .89± .03 .93± .02 .93± .01 .88± .04
Recall .94± .01 .90± .02 .90± .02 .95± .03 .92± .04 .88± .06

Table 3: Performance scores (mean and standard deviation) averaged over 10 runs, obtained by fine-tuning XLM-
RoBERTa on the English training set (see Section 4.3) and evaluating on the MultiCoPIE languages. The first two
rows report the majority class baseline F1 and accuracy scores. The following two rows show the results of XLM-
RoBERTa models fine-tuned monolingually on MultiCoPIE, also averaged over 10 runs. The best performance
scores for each language and context setting are highlighted in bold.

Idioms Instances

CA
training 85 1900± 167
validation 19 412± 108
test 19 421± 113

IT
training 77 1556± 13
validation 17 341± 7
test 17 385± 51

RU
training 101 2028± 44
validation 22 451± 40
test 22 423± 47

Table 4: Sizes of the MultiCoPIE data splits used for
fine-tuning XLM-RoBERTa models, which serve as
monolingual baselines for each language in the cross-
lingual transfer experiment.

Similar to the testing on English data, the ‘with-
out context’ classification yields rather mixed re-
sults compared to the ‘with context’ classification,
improving certain performance metrics while nega-
tively impacting others.

The performance of the classifier, fine-tuned on
English and evaluated on the MultiCoPIE lan-
guages, can be interpreted through two key factors.
First, the XLM-RoBERTa model was pre-trained
on a multilingual corpus with an uneven distri-
bution of language data, which may favor high-
resource languages (Conneau et al., 2019). For
instance, the pre-training corpus contains 23,408
million tokens for Russian, significantly more than
the 4,983 million tokens for Italian and 1,752
million tokens for Catalan. This disparity in
data availability could contribute to the stronger
xlm-r-multicopie baseline performance on Rus-
sian. Second, the effectiveness of cross-lingual
transfer is known to be influenced by linguistic

shared and seen not shared or not seen

Acc. F1 Acc. F1

CA * .95± .01 .97± .01 .90± .01 .94± .00
IT * .95± .01 .97± .01 .86± .01 .92± .01
RU * .89± .02 .91± .02 .87± .01 .89± .01

Table 5: Accuracy and F1 scores (mean and standard de-
viation) for idioms whose English equivalent are present
(‘shared and seen’) or absent (‘not shared or not seen’)
in the training set. The rows marked with an asterisk (*)
indicate statistically significant results (p-value < 0.05).

similarity between the source and target languages
(Lauscher et al., 2020). This may explain why the
model performs better when transferring from En-
glish to Catalan and Italian —languages that share
closer typological and lexical ties with English—
compared to Russian, which exhibits greater mor-
phological complexity and distinct syntactic fea-
tures.

5.2 Cross-Lingual Lexical Overlap
In addition to the cross-lingual transfer, we mea-
sure the effect of cross-lingual lexical overlap be-
tween idioms in the English training set and the
MultiCoPIE corpus.

To estimate the effect of shared idioms on the
PIE classifier, we separate the MultiCoPIE data
into two groups:

(1) ‘shared and seen’: MultiCoPIE idioms that
have an equivalent in English with similar
form and meaning, and the English equiva-
lent was present in the training set during fine-
tuning (see Section 3.1);

(2) ‘not shared or not seen’: MultiCoPIE idioms
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without an English equivalent, or when the
English equivalent was not present during fine-
tuning.

We evaluate the classifier’s performance in the
‘without context’ setting on the two groups of id-
ioms, calculating accuracy and F1-scores for each
of the 10 fine-tuned models. To determine whether
the average performance differs significantly be-
tween the two groups, we conduct a one-way anal-
ysis of variance (ANOVA) on the performance
scores. Table 5 summarizes the average perfor-
mance by group and language, while Table 11 in
Appendix C provides detailed ANOVA statistics.
Across all languages, both accuracy and F1-score
show a remarkable improvement for ‘shared’ id-
ioms. The ANOVA test confirms that the clas-
sifier’s performance improves significantly when
evaluating a non-English idiom that corresponds
to a seen English expression with similar form
and meaning. Importantly, when cross-lingual lex-
ical overlap is absent (as in ‘not shared or not
seen’ group), the classifier outperforms the ma-
jority baseline for all languages and surpasses the
xlm-r-multicopie baseline for Italian and Cata-
lan. This suggests that the metrics for the ‘not
shared or not seen’ group provide a more accurate
assessment of the model’s cross-lingual learning
and generalization capabilities.

6 Conclusions and Future Work

In this paper, we introduce a new corpus,
MultiCoPIE , extending language coverage of PIE
data. We then evaluate the performance of a classi-
fier fine-tuned on idiom disambiguation in monolin-
gual (English) and cross-lingual settings (Catalan,
Italian, Russian).

In the monolingual setting, our classifier outper-
forms the majority baselines in the zero-shot, one-
shot, and random settings. In the cross-lingual ex-
periment, our classifier, fine-tuned on English data
only, surpasses the majority baseline for all lan-
guages in MultiCoPIE. It also outperforms XLM-
RoBERTa models fine-tuned monolingually on the
MultiCoPIE data for Italian and Catalan, while
showing slightly lower performance on Russian.
This indicates that, when leveraging pre-trained
models like XLM-RoBERTa, less-resourced lan-
guages may benefit substantially from cross-lingual
transfer, often outperforming fine-tuning on small
monolingual datasets. In contrast, high-resource
languages such as Russian may achieve better re-

sults when fine-tuned on even modest amounts of
monolingual data, given their richer representation
in the pre-training corpus.

We also demonstrate that the cross-lingual model
shows an increase in performance when classifying
MultiCoPIE idioms that have an English equiv-
alent with similar form and meaning present in
the English training set during fine-tuning. This
finding supports the idea that a PIE classifier, fine-
tuned on one language, can benefit from the lexical
overlap between cross-lingual idiom pairs during
evaluation on unseen languages, which may result
in overly optimistic performance scores. This find-
ing may be especially relevant for closely related
languages that share a large amount of idiomatic
expressions.

While this result highlights limitations in cross-
lingual learning and cautions against overestimat-
ing cross-lingual generalization, the experiment on
PIE disambiguation clearly demonstrates the pres-
ence of cross-lingual transfer, even after accounting
for cross-lingual overlap between languages.

Limitations

There are a few limitations to consider when in-
terpreting the results. Although comprehensive,
the datasets in English, Italian and Catalan are bi-
ased toward idiomatic instances. Future research
could address these limitations by selecting bal-
anced data for fine-tuning as well as for monolin-
gual and cross-lingual testing. Another constraint
is the availability of only one annotator per lan-
guage when creating and annotating MultiCoPIE.

Currently, only limited conclusions can be made
about the cross-lingual generalization in the PIE
task due to presence of only Indo-European lan-
guages in the cross-lingual transfer experiments;
expanding this work to include non-Indo-European
languages could provide more comprehensive in-
sights and it is planned as future work. Also, a
broader range of classification approaches and clas-
sifiers should be considered.
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A Annotation of Idiom Features

We manually annotate the MultiCoPIE idioms
with additional features, such as part-of-speech of
idiom head and semantic compositionality. The
annotation is performed by one native speaker per
language.

Part-of-Speech of Idiom Head The part of
speech tag of an idiom is determined by its phrase
head. We rely on lexicographic resources to deter-
mine the standard idiom form. However, we do
not annotate idiom function within each sentence.
We place the idioms in MultiCoPIE into four cate-
gories depending on the part-of-speech tag of the
idiom phrase head: verb phrase, noun phrase,
prepositional phrase and other (due to infre-
quency of other idiom types in the corpora).

Semantic Compositionality We annotate idioms
in MultiCoPIE for their semantic compositionality.
Semantic idiomaticity falls on a continuum, and
there are multiple studies on the compositionality
of multiword expressions with various degrees of
granularity. An extensive review of composition-
ality prediction techniques and compositionality
datasets can be found in (Ramisch, 2023).

In this work, we adopt a simplified approach
to (non)-compositionality. A binary label is used
to reflect whether each idiomatic expression be-
longs to the category of fully non-compositional
idioms. For simplicity and efficiency, we apply the
following operational definition of transparency:
the idiom is considered fully non-compositional
(or semantically opaque), if its dictionary definition
does not contain any of the idiom’s components,
their synonyms, hyponyms, hyperonyms or other
semantically related words. In this definition, we
only consider dictionary entries for components
that bear lexical meaning, without taking into ac-
count such categories as determiners. To illustrate
in English, the dictionary definition of the idiom
red herring does not contain words red or herring,
nor does it contain any semantically related words.
In contrast, a dictionary definition of the idiom
green with envy would contain the word envy or
its synonyms and therefore cannot be assigned to
the category of fully non-compositional idioms. In
the future, such approach can be automated, for
example, by ranking similarity between contextual
embeddings of idiom components and the idiom
definition.

B Training Hyperparameters

To determine learning rate and batch size for fine-
tuning, we first ran grid-search for each setting
across three different data splits, with learning rates
of 1e-5, 2e-5, 3e-5, 4e-5 and 5e-5 and batch sizes
of 8, 16, 32 and 64. The same procedure was done
for fine-tuning with the context. The performance
of each parameter combination was averaged over
three runs; the parameters that yielded lowest vali-
dation loss over three runs were selected for further
fine-tuning. Table 6 shows the best parameters
for each setting and Table 7 the data used for each
configuration.
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Zero-shot One-shot Random

w/o with w/o with w/o with
context context context context context context

learning rate 2e-5 1e-5 1e-5 3e-5 1e-5 3e-5
batch size 64 32 64 64 32 64
val. loss .34± .03 .35± .03 .36± .03 .36± .02 .21± .01 .21± .02
val. accuracy .86± .02 .85± .02 .86± .02 .86± .02 .93± .003 .92± .01

Table 6: Best hyperparameters as defined by grid search. The table reports scores averaged over three different runs
(on a different training-validation-test split) together with the standard deviation.

Grid-search Fine-tuning

Idioms Instances Idioms Instances

Zero-shot
training 1102 26630± 657 1102 26302± 664
validation 240 5432± 419 240 5956± 246
test 240 5862± 431 240 5666± 563

One-shot
training 1582 26691± 345 1582 25656± 337
validation 240 5608± 246 240 5986± 427
test 240 5624± 134 240 6281± 527

Random
training 1528± 7 26124 1525± 8 26124
validation 1168± 14 5900 1170± 13 5900
test 1154± 2 5900 1174± 8 5900

Table 7: The sizes of data splits used for fine-tuning. The random setting is not type aware which leads to varying
numbers of idioms per each data split.

C Cross-Lingual Analysis

w/o context with context

CA IT RU CA IT RU

Accuracy .90± .01 .88± .02 .86± .02 .91± .02 .87± .03 .86± .03
F1-score .94± .01 .93± .01 .89± .01 .94± .01 .92± .02 .87± .04
Precision .94± .01 .94± .01 .87± .03 .94± .02 .94± .01 .91± .03
Recall .94± .03 .91± .03 .90± .02 .94± .03 .91± .05 .85± .08

F1-score (literal) .73± .02 .63± .03 .82± .03 .76± .02 .63± .02 .83± .02
Precision (literal) .74± .07 .61± .06 .85± .02 .77± .08 .60± .08 .80± .07
Recall (literal) .73± .07 .67± .05 .80± .06 .76± .08 .67± .09 .87± .06

Table 8: Performance scores (mean and standard deviation) averaged over 10 runs after fine-tuning XLM-RoBERTa
on the English data in the zero-shot setting.
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w/o context with context

CA IT RU CA IT RU

Accuracy .91± .01 .87± .01 .87± .01 .90± .01 .87± .02 .85± .02
F1-score .94± .00 .92± .01 .89± .01 .94± .01 .92± .01 .88± .02
Precision .95± .01 .94± .01 .89± .03 .93± .02 .93± .01 .88± .04
Recall .94± .01 .90± .02 .90± .02 .95± .03 .92± .04 .88± .06

F1-score (literal) .75± .01 .64± .02 .84± .02 .72± .03 .60± .02 .82± .02
Precision (literal) .74± .04 .59± .04 .85± .03 .78± .08 .61± .08 .83± .06
Recall (literal) .77± .04 .70± .05 .83± .05 .67± .09 .61± .10 .81± .07

Table 9: Performance scores (mean and standard deviation) averaged over 10 runs after fine-tuning XLM-RoBERTa
on the English data in the one-shot setting.

w/o context with context

CA IT RU CA IT RU

Accuracy .90± .01 .87± .02 .87± .01 .90± .01 .87± .01 .85± .01
F1-score .94± .00 .92± .01 .89± .01 .94± .01 .92± .01 .87± .01
Precision .95± .01 .94± .01 .88± .02 .94± .01 .93± .01 .88± .03
Recall .94± .02 .90± .03 .90± .03 .94± .02 .91± .02 .86± .04

F1-score (literal) .75± .02 .64± .02 .83± .01 .73± .02 .60± .02 .81± .02
Precision (literal) .74± .05 .59± .06 .85± .03 .75± .06 .58± .04 .80± .04
Recall (literal) .76± .06 .71± .05 .82± .04 .72± .06 .64± .06 .82± .06

Table 10: Performance scores (mean and standard deviation) averaged over 10 runs after fine-tuning XLM-RoBERTa
on the English data in the random setting.

shared and seen not shared or not seen F-statistic p-value

CA Accuracy .95± .01 .90± .01 149.81 3.7e−10
F1-score .97± .01 .94± .00 122.38 1.9e−9

IT Accuracy .95± .01 .86± .01 289.77 1.5e−12
F1-score .97± .01 .92± .01 224.36 1.3e−11

RU Accuracy .89± .02 .87± .01 10.15 0.005
F1-score .91± .02 .89± .01 9.57 0.006

Table 11: Results of a one-way ANOVA test comparing two groups of idioms: ‘shared and seen’ and ‘not shared or
not seen’ (see Section 5.2). The first two columns report the mean and standard deviation for each group, while the
last two columns provide the F-statistic and p-value.
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